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A	Graphically	Contracted	Function	(GCF)[1]	is	a	Matrix	Product	State	(MPS)	defined	

in	 terms	 of	 spin-adapted	 Configuration	 State	 Functions	 (CSF)	 using	 a	 Shavitt	 graph.	 The	
Shavitt	graph[2]	is	the	fundamental	entity	of	the	Graphical	Unitary	Group	Approach	(GUGA).	
The	Shavitt	graph	is	a	hierarchical	directed	acyclic	graph	(DAG),	whose	nodes	k	depend	on	
the	quantum	numbers	nk	 (the	orbital	 level),	Nk	 (the	number	of	 electrons),	 and	Sk	 (the	𝑆"!	
quantum	number).	The	arcs	of	 the	graph	connect	 the	nodes	 in	adjacent	 levels	within	this	
graph.	There	are	at	most	four	lower	(or	upper)	arcs	associated	with	each	node	in	the	graph.	
Each	CSF	corresponds	to	a	unique	path	 from	the	tail	 to	 the	head	of	 the	graph,	 touching	a	
single	arc	between	each	level.	A	wave	function	may	be	expanded	in	the	basis	of	these	GCFs,	
and	is	thereby	a	linear	combination	of	MPSs,	|𝜓⟩ = ∑ 𝑐"|𝑃⟩

#!"#
" .	

In	the	multifacet	GCF	method[1],	each	arc	in	the	graph	is	associated	with	a	rectangular	
matrix	of	arc	coefficients.	The	coefficient	of	CSF	m	within	a	GCF	P	is	given	by	the	sequence	of	
matrix	products.	
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" 	is	the	matrix	of	arc	factors	associated	with	the	arc	/𝑘'()$ , 𝑘'$2	between	node	𝑘'()$ 	at	
level	(q–1)	and	node	𝑘'$	at	level	q.	This	computation	reduces	to	a	sequence	of	matrix-vector	
products.	There	is	one	matrix	for	each	orbital	level	in	this	product,	so	the	effort	required	to	
compute	 an	 individual	 CSF	 is	 approximately	𝑂/𝑛𝑓̅!2	 for	n	molecular	 orbitals	 and	 for	 an	
average	of	𝑓	̅facets	on	each	node.	The	straightforward	computation	of	𝑁*+, 	such	coefficients	
would	require	𝑂/𝑁*+,𝑛𝑓̅!2	effort.	If	the	paths	within	the	graph	are	generated	with	a	depth-
first	search,	then	matrix-vector	products	at	the	lower	levels	can	be	reused	in	the	computation	
of	multiple	CSF	coefficients.	For	 large	n,	 this	reuse	of	 intermediate	quantities	reduces	the	
effort	to	approximately	𝑂/𝑁*+,log(𝑛)𝑓̅!2.	

In	the	other	direction,	 the	task	 is	 to	take	a	 list	of	CSF	coefficients	and	convert	that	
wave	function	into	a	GCF.	There	are	two	approaches	to	achieve	this	transformation.	One	is	
to	optimize	the	nonlinear	arc	factor	parameters	to	minimize	the	least-squares	difference	of	
the	wave	functions[3].	This	requires	the	𝑂/𝑁*+,log(𝑛)𝑓̅!2	effort	discussed	above	for	each	
optimization	iteration.	An	alternative	approach	is	to	convert	the	CSF	list	into	primitive	GCFs,	
and	then	recursively	merge[1]	these	GCFs	into	the	final	GCF	form.	The	overall	effort	scaling	
and	memory	requirements	for	these	algorithms	are	examined.	
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